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(57) ABSTRACT

Video and sensor data from multiple locations in a venue, in
which multiple individuals are engaged in athletic perfor-
mances, is stored and edited to create individualized video
programs of athletic performances of individuals. Each cam-
era provides a video feed that is continuously stored. Each
video feed is stored in a sequence of data files in computer
storage, which data files are created in regular time intervals.
Each file is accessible using an identifier of the camera and a
time interval. Similarly, data from sensors is continuously
received and stored in a database. The database stores, for
each sensor, an identifier of each individual detected in the
proximity of the sensor and the time at which the individual
was detected. Each sensor is associated with one or more
cameras.
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1
STORAGE AND EDITING OF VIDEO AND
SENSOR DATA FROM ATHLETIC
PERFORMANCES OF MULTIPLE
INDIVIDUALS IN A VENUE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a nonprovisional application of provi-
sional patent application 61/755,941, filed Jan. 23, 2013,
which is hereby incorporated by reference.

BACKGROUND

There is an increasing demand among individuals who
participate in a variety of athletic and other activities to have
access to video and other data about their performance. This
demand is especially increasing for activities in large venues
with large numbers of people, such as skiing, snowboarding,
bicycling, running and the like. Creating edited videos of
individuals participating in such activities can be time con-
suming. It can be difficult to efficiently capture and store
video data for such activities, and then compile edited video
programs for each of multiple individuals in such activities,
especially given multiple video feeds, data feeds and partici-
pants.

SUMMARY

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is intended neither
to identify key or essential features of the claimed subject
matter, nor to limit the scope of the claimed subject matter.

Video data and sensor data from multiple locations in a
venue, in which multiple individuals are engaged in athletic
performances, is stored and edited to create individualized
video programs of athletic performance of selected individu-
als. Each camera provides a video feed that is continuously
stored, for which recording can be started at the beginning of
an event or triggered by proximity or motion detection. Each
video feed is stored in a sequence of data files in computer
storage, which data files are created in regular time intervals.
Each file is accessible using an identifier of the camera from
which the video feed is received, and a time interval repre-
senting the time period from the camera from which the file
stored the video data. Similarly, data from sensors is continu-
ously received and stored in a database. The database stores,
for each sensor, an identifier of each individual detected in the
proximity of the sensor and the time at which the individual
was detected. Each sensor is associated with one or more
cameras. To generate a video program for an individual, given
the identifier of the individual, the sensor data is accessed to
identify when the individual was in the proximity of any of the
sensors. This data can be in the form of a sensor identifier and
time stamp. The sensor identifier is mapped to one or more
cameras. The corresponding cameras are used to identify data
files for that camera. The time stamps are used to specify an
interval of time, which in turn identifies one or more of the
data files for the camera. Given the identified video files, the
time stamps from the sensor data can in turn be used to select
a clip (a time interval of the video data in the file) from each
video file. The time interval can be defined by in points and
out points, using an amount of time preceding and following
a given time stamp from the sensor data. The clips can then be
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placed in sequence in order according to the time stamp to
provide an initial sequence of clips for the video program of
the individual’s performance.

The video data can be stored in both a high resolution and
a low resolution. Either resolution can be selected for output
of'the edited video program. Alternatively, the video data can
be stored in only a high resolution and low resolution versions
can be generated dynamically on demand. The high resolu-
tion files also can be used to generate still images and/or
composite images on demand. The low resolution images are
better suited to, for example, streaming over a network.

In the following description, reference is made to the
accompanying drawings which form a part hereof, and in
which are shown, by way of illustration, specific example
implementations. Other implementations may be made with-
out departing from the scope of the disclosure.

DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a system that captures video
and sensor data from multiple cameras and sensors in a venue.

FIG. 2 is an illustration of an example database that can be
used in an example implementation of the system of FIG. 1.

FIG. 3 is a data flow diagram illustrating an example imple-
mentation of the system of claim 1.

FIG. 4 is a flow chart describing an example operation of
the system in FIG. 2.

FIG. 5 is a flow chart describing an example operation of
the system in FIG. 2

FIG. 6 is a block diagram of an example computing device
in which such a system can be implemented.

FIG. 7 is an example graphical user interface for editing a
video from an event.

FIG. 8 is an example graphical user interface for selecting
a still image.

DETAILED DESCRIPTION

The following section provides an example operating envi-
ronment in which this video system can be implemented.

This system allows for playing video on the web and select-
ing full resolution clips and still images from the video
streams. The methods are efficient and scalable to thousands
of users, and higher resolutions. The technology can be
applied to the original source video file or to a “proxy” video
file which has been reduced in resolution and/or higher com-
pression.

The system is particularly useful for application where
there is a need to have large amounts of video accessed by a
large number of people. One example of this is for a race,
where there may be tens of thousands of people accessing
video from dozens of cameras that were capturing the event
throughout the day. Each person only wants to see his or her
own video clips, and may want to be able to adjust the dura-
tion of the video clip. This system allows them to view their
own video clip, adjust them, and share them with others in an
efficient manner. Additionally, this system allows them to
select a clip (which may be as short as a single frame) to
download at full resolution.

Video and images are captured at a venue on a number of
cameras. Each video clip or still images is tagged with a time
stamp and a location. For each user of the system, time-
stamped location information is logged (via RFID, GPS, or
any other means of identifying individuals at a specific loca-
tion) and this information if used to create a list of “virtual
clips” for the user. These “virtual clips” reference a lower-
resolution proxy video for playback on the website. The in
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and out points of a clip can be calculated from a time stamp
from the sensor data, and a variable amount of time preceding
the time stamp, and a variable amount of time following the
time stamp. These variable amounts can be different for pre-
ceding and following values, and can be different for each
camera. The user can adjust the “in” and “out” points for the
virtual clip, allow them to change the duration of the clip. This
same information can also be used to select and download the
full resolution video files. If the virtual clip’s in and out points
are brought together to include just a single frame, the full
resolution frame can be considered a “still image” or “photo”
and it can be downloaded or used to make a print (e.g. 3x5,
4x6, 8x10, wall size, etc.).

Thus, referring to FIG. 1, a personal video compilation
system 100 accesses a video storage system 102 and a sensor
data storage system 104 to allow a user to access a compiled
video program 106 of an individual’s performance Environ-
ments in which such systems can be used are described in
detail in U.S. Patent Publication 20110071792 (the “Related
Publication™). In general, a venue 110 is provided in which
multiple individuals are participating in an athletic activity,
such as a foot race, abicycle race, a triathlon, downbhill skiing,
snowboarding, cross-country skiing and the like, which may
take place along a path 113 or a loop, or within a space. Within
the venue, multiple cameras 112 and associated sensors 114
are provided. A sensor may have access to any time code
available from its associated camera.

The cameras 112 provide a continuous video feed. The
sensors 114 provide a continuous data feed, but providing
useful data when an individual is detected in the proximity of
the sensor. Any sensor technology can be used so long as the
sensor can provide an indication of an individual that is in its
proximity ata given point in time. For example, the sensor can
detect the presence of an RFID tag for an individual using an
RFID detector, and then receive time stamp data from a timer
on its associated camera. A variety of other sensors can be
used as described in the Related Publication.

The video storage system 102 receives video feeds includ-
ing video data from the multiple cameras and stores the video
data into data files on computer storage. In general, the video
storage system is implemented using a server computer that
receives and stores video data from multiple remote cameras
through an interface (not shown).

The sensor data storage system 104 receives sensor data
feeds including sensor data from the multiple sensors and
stores the sensor data into a database. In general, the sensor
data storage system is implemented using a server computer
that receives and stores sensor data from multiple remote
sensors through an interface (not shown).

During an event, the video storage system and the sensor
data storage system continuously record video data and sen-
sor data from the cameras and sensors in the venue. At any
point after data is recorded, the personal video compilation
system can access the recorded video and sensor data to
retrieve video data for an individual.

In particular, in response to user input 120, the personal
video compilation system uses an identifier 122 of an indi-
vidual to access the sensor data storage system. From the
sensor data storage system, the compilation system receives
the sensors and times 124 indicating when the selected indi-
vidual was in the proximity of the identified sensors. The
sensors are mapped to camera identifiers, and the camera
identifiers and time stamps 126 are used to access the video
data files stored in the video storage system. Video clips 128
(such as a file name and a time span with that file name) can
be returned by the video storage system. The compilation
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system 100 then can provide a list of clips 130, compiled
video 106 or other output based on the retrieved video clips
128.

Given this context, an example implementation of this
system will be described in more detail in connection with
FIGS. 2-5.

InFIG. 2, an example implementation of a database for the
sensor data now will be described. Each sensor provides a
data pair including an identifier of an individual and a time at
which the individual was in the proximity of the sensor. This
data can be stored in a database such as shown in FIG. 2. A
database table 200 can include a row 202 for each sensor
event. The database table can be provided for each sensor, or
the sensor identifier can be included as a column (e.g., 206) in
the database table. Each row 202 has the individual identifier
204 and the time 208 at which the individual was in the
proximity of the sensor. Another table 210 includes rows 212
that relate sensor identifiers 214 to camera identifiers 216.
Other mechanisms can be used to track the relationship
between sensors and cameras, including not using a database
or other explicit record and relying on naming conventions.

Time and date stamps also can be used. Instead of running
a camera continuously for an event, recording during the
event can be triggered using outputs from the sensor associ-
ated with a camera. A list of time stamped data files by camera
also can be stored, with the time and data stamps and camera
identifier for the corresponding video being used as part of the
file names.

As another example implementation, a database can
include a row for each individual identifier, and a column for
each sensor, for storing the time at which the individual was in
the proximity of the sensor. The database can be implemented
in many ways, including but not limited to a spread sheet data
file or a relational database.

A more detailed data flow diagram of the system will now
be described in connection with FIG. 3. A user selection
module 300 receives user input 302 indicative of an indi-
vidual to be selected. The identifier 304 of this individual is
provided to a sensor data access module 306, which access
the sensor data storage system 308. From the sensor data
storage system, the sensor identifiers and times of proximity
310 are output. These identifiers and time are used by the
video access module 312 to access data 314 about the various
video files that are available in the video data storage system
316. The data 314 includes video clip identifiers and spans
within those files. This information is provided to a video
sequencer 320 for editing. The video sequencer 320 can be
implemented using any kind of video editing system that can
edit a video program using spans of video data within data
files. The video sequencer 320 edits video according to edit-
ing inputs 322 and provides video output 324. The editing
inputs depend on the nature of the video editing system. The
video output can be in any format, including files or streaming
output or a display. The video sequencer 320 also may use the
sensor data for sorting and providing an initial sequence of the
video clips.

Referring now to FIG. 4, a flowchart of an example imple-
mentation of this system will now be described. The system
obtains 400 an identifier of a user. Sensor data corresponding
to the user identifier is then retrieved 402. Video clips match-
ing the sensor data can then be identified 404. Pointers or
other references to the identified video clips then can be
stored 406, such as in a database. Thus for each user, sensor
data and references to video clips can be stored and retrieved
for each user. Subsequently, the clips then can be combined in
time order, for example according to time stamps from the
sensor data.
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Addressing more detail of this operation, we refer now to
FIG. 5. Given a user identifier, the sensor data storage is
searched 500 for entries matching the user identifier. These
entries can be sorted 502 by sensor identifier and time. The
cameras associated with each sensor identifier are then iden-
tified 504. The files for each camera for the given times are
then identified 506. The file identifier and a span within the
file are then returned 508.

A variety of other operations can be provided to an indi-
vidual when the video file segments for that individual are
identified. The individual can be allowed to edit the video,
download a version of the edited video or selected video clips,
generate and download a still image from the video clips, and
share such information with others. Various video editing
tools for trimming clips (i.e., changing the in and/or out points
of clips), reordering clips in a sequence, adding filters, tran-
sitions, video effects, music, other audio and the like, also can
be provided.

In some environments, cameras and/or sensors can be
mobile. In the case where cameras are mobile, and sensors are
stationary, location information available from a camera, and/
or detection of proximity of the camera by a sensor, can be
used to associate the camera with a sensor for a given period
of time. In the case where both cameras and sensors are
mobile, location information for the cameras and sensors,
and/or detection of proximity of cameras to sensors, can be
used to associate the camera with a sensor for a given period
of time. Given the association of cameras and sensors for a
periods of time, and events from sensors that have time and
dates, a sequence of events from sensors over time can be
automatically converted into a corresponding sequence of
video clips over time.

Referring now to FIGS. 7 and 8, an example implementa-
tion of a graphical user interface for editing the video will now
be described. Such an interface can be provided by, for
example, an application on a computing device or in a web
browser running on a computing device. The interface
includes, in a display area 700, a viewing area 702, a sequenc-
ing area 704 and a clip collection area 706, defined as non-
overlapping panes within the display area 700. Other arrange-
ments of such areas also can be provided.

Within the viewing area 702, video is displayed in a video
area 708. Various video playback controls (not shown) can be
provided in this viewing area, as is conventional, such as play,
stop, pause, fast forward, rewind, play in a loop, back to start,
a position bar, and so on. The video displayed in the video
area 708 is based on the sequence of video clips currently
defined for this user.

Two user input buttons also are provided in the viewing
area 702. One button 710 allows a user to select the currently
viewed picture as a still image to be extracted for the user. In
response to a user selecting button 710, another user interface
can be displayed to allow the user to set and/or select various
parameters for the still image to be created.

Referring to FIG. 8, an example still image selection inter-
face is shown. In this interface, a video area 800 displays a
currently selected image from the paused video. Control but-
tons, e.g., a previous button 802 and a next button 804, are
provided. Various other control buttons can be provided to
allow for different kinds of navigation. When a user manipu-
lates the previous button 802, the system backs up the video
one frame. When a user manipulated the next button 804, the
system advances the video one frame. When a user is satisfied
with the image, the user can manipulate a select image button
806 which selects that image for distribution to the user.

Another button 712 in the viewing area 702 allows auser to
share the edited video. In response to a user selecting button

10

15

20

25

30

35

40

45

50

55

60

65

6

712, another user interface can be displayed to allow the user
to set and/or select various parameters regarding how the
video will be shared.

Inthe sequencing area 704, the system displays indications
of each video clip 714 in the edited video program. An
example representation of a sequence of video clips is illus-
trated in FIG. 7, but the invention is not limited thereto.
Various editing operations, conventional for editing video,
and visual representations of an edited sequence of clips, can
be provided. Such editing operations can include adding,
deleting, modifying the duration of (i.e., trimming), and reor-
dering the video clips.

Similarly, in the clip collection area 706, the system dis-
plays indications 716 of each video clip containing images of
the current user or a selected user. Clips can be selected and
added from the clip collection area 706 into the edited
sequence shown in 704.

The initial representation of the sequence in the sequencing
area 704 is generated by time-ordering the clips retrieved
from video storage relating to the current user, based on a user
login or based on a selected user. Similarly, the collection of
clips in the clip collection area 706 also is provided by select-
ing clips retrieved from video storage relating to the current
user, based on a user login or based on a selected user. In the
clip collection area 704, various sorting and searching tools
can be provided to allow a user to search for and identify clips
based on various attributes of the clip metadata or video data.

Having now described an example implementation, FIG. 6
illustrates an example computer with which such techniques
can be implemented. The following description is intended to
provide a brief, general description of such a computer. The
computer can be any of a variety of general purpose or special
purpose computing hardware configurations. Examples of
computers that can be used include, but are not limited to,
personal computers, server computers, hand-held or laptop
devices (for example, media players, notebook computers,
cellular phones, personal data assistants, voice recorders),
multiprocessor systems, microprocessor-based systems, set
top boxes, game consoles, programmable consumer electron-
ics, network PCs, minicomputers, mainframe computers, dis-
tributed computing environments that include any of the
above types of computers or devices, and the like.

FIG. 6 illustrates an example of a suitable computing sys-
tem environment. The computing system environment is only
one example of a suitable computing environment and is not
intended to suggest any limitation as to the scope of use or
functionality of such a computing environment. Neither
should the computing environment be interpreted as having
any dependency or requirement relating to any one or com-
bination of components illustrated in the example operating
environment.

With reference to FIG. 6, an example computer in a basic
configuration includes at least one processing unit 602 and
memory 604. The computer can have multiple processing
units 602. A processing unit 602 can include one or more
processing cores (not shown) that operate independently of
each other. Additional co-processing units, such as graphics
processing unit 620, also can be present in the computer. The
memory 604 may be volatile (such as RAM), non-volatile
(such as ROM, flash memory, etc.) or some combination of
the two. This basic configuration is illustrated in FIG. 6 by
dashed line 606. The computer 600 may include additional
storage (removable and/or non-removable) including, but not
limited to, magnetic or optical disks or tape. Such additional
storage is illustrated in FIG. 6 by removable storage 608 and
non-removable storage 610.
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A computer storage medium is any medium in which data
can be stored in and retrieved from addressable physical
storage locations by the computer. Computer storage media
includes volatile and nonvolatile, removable and non-remov-
able media. Memory 604, removable storage 608 and non-
removable storage 610 are all examples of computer storage
media. Some examples of computer storage media are RAM,
ROM, EEPROM, flash memory or other memory technology,
CD-ROM, digital versatile disks (DVD) or other optically or
magneto-optically recorded storage device, magnetic cas-
settes, magnetic tape, magnetic disk storage or other mag-
netic storage devices. Computer storage media and commu-
nication media are mutually exclusive categories of media.

The computer 600 also may include communications con-
nection(s) 612 that allow the computer to communicate with
other devices over a communication medium. Communica-
tion media typically transmit computer program instructions,
data structures, program modules or other data over a wired or
wireless substance by propagating a modulated data signal
such as a carrier wave or other transport mechanism over the
substance. The term “modulated data signal” means a signal
that has one or more of its characteristics set or changed in
such a manner as to encode information in the signal, thereby
changing the configuration or state of the receiving device of
the signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network or
direct-wired connection, and wireless media such as acoustic,
RF, infrared and other wireless media. Communications con-
nections 612 are devices, such as a network interface or radio
transmitter, that interface with the communication media to
transmit data over and receive data from communication
media.

Computing machine 600 may have various input device(s)
614 such as a keyboard, mouse, pen, camera, touch input
device, and so on. Output device(s) 616 such as a display,
speakers, a printer, and so on may also be included. All of
these devices are well known in the art and need not be
discussed at length here.

The various components in FIG. 6 are generally intercon-
nected by an interconnection mechanism, such as one or more
buses 630.

Each component of such the system described herein that
operates on a computer generally is implemented using one or
more computer programs processed by one or more process-
ing units in the computer. A computer program includes com-
puter-executable instructions and/or computer-interpreted
instructions, such as program modules, which instructions are
processed by one or more processing units in the computer.
Generally, such instructions define routines, programs,
objects, components, data structures, and so on, that, when
processed by a processing unit, instruct the processing unit to
perform operations on data or configure the computer to
include various devices or data structures. This computer
system may be practiced in distributed computing environ-
ments where tasks are performed by remote computers that
are linked through a communications network. In a distrib-
uted computing environment, computer programs may be
located in both local and remote computer storage media.

It should be understood that the subject matter defined in
the appended claims is not necessarily limited to the specific
implementations described above. The specific implementa-
tions described above are disclosed as examples only.

What is claimed is:

1. A computer-implemented process for generating an
edited video program for an individual from a set of individu-
als participating in an event in a venue, wherein the venue
includes a plurality of cameras that capture video of the
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individuals and a plurality of sensors, each sensor associated
with one or more cameras of the plurality of cameras, each of
the sensors at least detecting proximity of an individual near
the sensor, comprising:

continuously receiving video data from the plurality of

cameras during periods of time during the event;

storing the received video data for each camera in a

sequence of data files, each data file in the sequence
being created in regular time intervals, each data file
having as associated time interval and including video
data from the camera for a period of time during the
event in the associated time interval, each data file in the
sequence being accessible using an identifier of the cam-
era providing the received video data and data represent-
ing the time interval;

continuously receiving data from the plurality of sensors

during periods of time during the event, the received
data, from each sensor, being indicative of individuals
and times at which proximity of the individuals to the
sensor is detected by the sensor;

storing the received data from each sensor in a database

such that the database stores, for each sensor, an identi-

fier of each individual detected in the proximity of the

sensor by the sensor, and a time at which the individual

was detected in the proximity of the sensor by the sensor;
receiving an indication of an individual;

accessing, from the database, the stored data from the

sensors, using the indication ofthe individual, to retrieve
times from the database at which the individual was
detected in the proximity of one or more of the sensors
by the one or more of the sensors, and identifiers of the
one or more of the sensors;

accessing the stored video data to retrieve clips of the

stored video data received from cameras associated with
the one or more sensors, according to the retrieved times
from the database at which the individual was detected
in the proximity of one or more sensors by the one or
more of the sensors.

2. A computer-implemented process for generating an
edited video program for an individual using video captured
from a plurality of cameras and data captured from a plurality
of sensors, comprising:

receiving and storing video data from the plurality of cam-

eras, the received video data received from each camera
being stored in a sequence of data files, each data file in
the sequence being created in regular time intervals,
each data file having as associated time interval and
including video data from the camera for a period of time
in the associated time interval, each data file in the
sequence being accessible using an identifier of the cam-
era providing the received video data and data represent-
ing the time interval;

receiving and storing sensor data from the plurality of

sensors during periods of time, the received data, from
each sensor, being stored in a database and being indica-
tive of times at which proximity of the individual to the
sensor is detected, such that the database stores, for each
sensor, an identifier of each individual detected in the
proximity of the sensor by the sensor, and a time at
which the individual was detected in the proximity ofthe
sensor by the sensor;

accessing, from the database, the stored sensor data, using

an indication of the individual, to retrieve times from the
database, at which the individual was detected in the
proximity of one or more of the sensors by the one or
more of the sensors, and identifiers of the one or more of
the sensors;
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based on at least the identifiers of the one or more of the
sensors, identifying cameras associated with each of the
one or more of the sensors;
accessing the stored video data received from the identified
cameras to retrieve clips of the stored video data
received from the identified cameras according to the
retrieved times at which the individual was in the prox-
imity of the one or more of the sensors associated with
the identified cameras.
3. The computer-implemented process of claim 1, wherein
accessing the stored video data comprises:
for each time of the retrieved times for the individual,
determining a time interval corresponding to the time;

for each identifier of the retrieved identifiers of the one or
more sensors, determining an identifier of the camera
associated with the sensor; and

accessing the data file using the determined identifier of the

camera and the determined time interval.
4. The computer-implemented process of claim 2, wherein
accessing the stored video data comprises:
for each time of the retrieved times for the individual,
determining a time interval corresponding to the time;

accessing the data file storing video data received from the
identified camera according to the determined time
interval.

5. A computer-implemented process for generating a video
program for an individual from a set of individuals partici-
pating in an event in a venue, wherein the venue includes a
plurality of cameras, each camera being configured to capture
video of the individuals, and wherein the venue further
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includes a plurality of sensors, each sensor associated with
one or more cameras of the plurality of cameras, each sensor
being configured to detect at least proximity of an individual
near the sensor, the process comprising:
each camera of the plurality of cameras continuously stor-
ing video data during periods of time during the event,
the stored video data being accessible using an identifier
of the camera and data representing a time interval;
continuously receiving data from the plurality of sensors
during the event, the received data, from each sensor,
being indicative of individuals and times at which prox-
imity of the individuals to the sensor is detected by the
sensor;
storing the received data from each sensor in a database
such that the database stores, for each sensor, an identi-
fier of each individual detected in the proximity of the
sensor by the sensor, and a time at which the individual
was detected in the proximity of the sensor by the sensor;
using a time at which an individual is detected in proximity
of one or more of the sensors by the one or more of the
sensors, and identifiers of the one or more of the sensors,
identifying the one or more cameras associated with the
one or more of the sensors, and accessing the stored
video data to retrieve clips of the stored video data from
the one or more cameras, corresponding to the times at
which the individual was detected in the proximity of
one or more sensors by the one or more of the sensors;
and
compiling a sequence of the retrieved clips of the individual.
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